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A simple and improved algorithm for noisy, convex,
zeroth-order optimisation

Alexandra Carpentier

Abstract. In this paper, we study the problem of noisy, convex, zeroth-order optimisation of a
function f over a bounded convex set xX � Rd . Given a budget n of noisy queries to the func-
tion f that can be allocated sequentially and adaptively, our aim is to construct an algorithm that
returns a point Ox 2 xX such that f . Ox/ is as small as possible. We provide a conceptually simple
method inspired by the textbook centre of gravity method, but adapted to the noisy and zeroth-
order setting. We prove that this method is such that the f . Ox/ � minx2 xX f .x/ is of smaller
order than d2=

p
n up to poly-logarithmic terms. We slightly improve upon literature preceding

this work, where the best-known rate was in Lattimore (2019) and was of order d2:5=
p
n, albeit

for a more challenging problem – yet in the literature contemporaneous to our work, the remark-
able work of Fokkema et al. (2024) attains the faster rate of d1:5=

p
n under mild conditions

on xX. Our main contribution is, however, conceptual, as we believe that our algorithm and its
analysis bring novel ideas and are significantly simpler than the existing approaches.

1. Introduction

We consider in this paper the setting of convex, noisy, zeroth-order optimisation. For
d � 1, consider a bounded convex set xX � Rd with non-zero volume, and consider
a convex function f W xX ! Œ0; 1�.

We consider a sequential setting with fixed horizon n 2 N n ¹0º. At each time
t � n, the learner chooses a point xt 2 xX and observes a noisy observation yt 2 Œ0; 1�
such that

EŒyt j.xi ; yi /i<t ; xt � D f .xt /:

In this work, we will study the problem of optimising the function f in the sequen-
tial game described above; namely, after the budget n has been fully used by the
learner, she has to predict a point Ox – based on all her observations .xt ; yt /t�n – and
her aim will be to estimate the minimum for the function f . Her performance for this
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task will be measured through the following (simple) regret:

f . Ox/ � inf
x2 xX

f .x/;

namely, the difference between the true infimum of f and f evaluated at Ox.
This setting, known as convex, noisy, zeroth-order optimisation, is related to two

popular settings: first-order optimisation – where the learner has access to noisy eval-
uations of the (sub-)gradient of f – and noiseless zeroth-order optimisation – where
the noise "t D yt � f .xt / is equal to 0. We refer the reader to [7, 10, 14, 18, 23],
among others, for books and surveys on these topics. Unfortunately, a naive applic-
ation of methods crafted for the two aforementioned topics to the problem of noisy,
zeroth-order optimisation typically provides poor results, as the noise present in the
evaluations of the function perturbs significantly the learning process, and, e.g., makes
attempts of computing (sub-)gradients of f difficult – see, e.g., [1] for a precise dis-
cussion on this topic.

In the case where d D 1, optimal algorithms, however, exist for this problem since
a long time – see [23] for a survey – and are related to dichotomic search. The optimal
regret in this case is of order n�1=2 up to polylogarithmic terms. An important ques-
tion that remained open for a long time was on whether the minimax regret was also
scaling with n�1=2 in higher dimension, and on whether its dependence in the dimen-
sion d should be exponential or polynomial. A first groundbreaking work on this topic
can be found in [23, Chapter 9], where they provide a complex algorithm whose regret
can be bounded uniformly, with high probability, as poly.d/

p
n

, proving that it is possible
to have an algorithm whose regret depends actually only polynomially on d , which
was revisited in [1]. This gave rise to a sequence of works, mostly in the related, more
challenging setting where one aims at minimising the cumulative regret1 – see some-
times with concrete proposed algorithm as in [11] or sometimes non-constructive but
proving the existence of an algorithm with given properties [17]. The exponent of the
polynomial in d has been successively reduced through this stream of works. Before
our work, the best-known bound was proven in [17], and for a more challenging prob-
lem (cumulative regret, adversarial setting). However, their results would translate in
our setting in a regret of order (up to logarithmic terms) d2:5

p
n

. However, note that
a remarkable contemporaneous work [13] to this paper manages, with a completely
different method, to reach the faster rate of d1:5=

p
n, under mild conditions on xX.

This has to be compared to the best lower bound, derived for this problem, which

1In these works, the aim is to minimise the sum of collected samples – i.e., sample as often
as possible close to the minimum. They also often consider the challenging adversarial setting.
Note that upper bounds in this setting yield upper bounds for our simpler setting, which can be
proven through straightforward derivations.



A simple and improved algorithm for noisy, convex, zeroth-order optimisation 3

is of order dp
n

, and which can be proven over the smaller class of linear functions

using almost the same proof as2 in [20, Chapter 24, Theorem 24.2]; see also [5] for a
proof for the simple regret and [25] for a bound in a slightly different setting (different
noise scaling). This highlights the fact that a gap remains in this setting. In parallel,
another stream of literature has been devoted to studying the effect of additional shape
constraints, in particular strong convexity and smoothness – see, e.g., [3, 5, 6, 15, 25]
– under which a regret of order dp

n
is achievable3, and minimax optimal [5]. Note,

however, that strong convexity is a very strong assumption that has important con-
sequences – in particular, when combined to a smoothness assumption, it essentially
implies that the shape of the level sets of f is close to a ball. To complement this short
literature review, see rather [18] for an excellent very recent survey on these topics –
see in particular [18, Section 2.3] for a recent overview of the state of the art in these
problems.

In this paper, we provide a simple algorithm for the problem described above. We
prove that with high probability and up to polylogarithmic terms depending on the
probability, the budget, the dimension, and the diameter of xX, the regret is uniformly
bounded as d2

p
n

. This slightly improves over the best-known bound for this problem
through work anterior to this paper4, yet worse than the rate of d1:5=

p
n obtained

by [18] in a contemporaneous work. The main strength of our work, though, is the
conceptual simplicity of the proposed algorithm and also its simple analysis. Indeed,
our algorithm is an adaptation of the textbook centre of gravity method [21, 24],
namely, a specific kind of dichotomic search, combined with an estimator of the gradi-
ent on a well-chosen proxy of f , at a well-chosen point. The closest related work in
the noisy setting can be found in [19], where they adapt the related ellipsoid method
– albeit with a worst rate. The surrogate that they use is different from ours, which
is more related to the one in [12], and is based on smoothing the function in a small
neighbourhood. However, the size of this neighbourhood is not taken the same in our
papers, and some fundamental arguments in terms of cutting directions are therefore
different, which also explains the improved rate in this paper with respect to [19].

In Section 2, we present additional notation, as well as some preliminary results
regarding these proxies of f , and also on estimating their values and gradients. In
Section 3, we provide the main algorithm and the upper bound on its regret. All proofs
are in the appendix and are significantly commented on for clarity.

2They prove it for the cumulative regret, but almost the same proof can be used for the
simple regret.

3Note that all these papers do not propose estimators in the bandit setting since the queries
are allowed to be outside the constraint set. The rate d=

p
n (up to logarithmic terms) in the

bandit setting with noise was obtained in [4].
4Yet does not answer the open question on what is the minimax rate in this setting.
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2. Preliminary results and notation

Write .e1; : : : ; ed / for the canonical basis of Rd . Write also for any Borelian set
� � Rd , vol.�/ for the volume of this set (i.e., its measure according to the Lebesgue
measure), and conv.�/ for its convex hull. Let p � 1, for R � 0 and x 2 Rd , and
write Bp.x; R/ for the d -th dimensional lp ball of radius R and centre x. We also
write B2.R/ D B2.0; R/ and S2.R/ for the l2 sphere of centre 0 and radius R. For
technical reasons, we will extend the definition of f over Rd , and write that for
x 62 xX, f .x/ D C1 – and we state by convention that when we sample a point
xt 62 xX, we obtain yt D C1. We will say by convention that f is convex on Rd , as
it is convex on xX, and prolongated byC1 outside xX.

In what follows, we will consider some well-chosen proxies of f which we will
use in our algorithm. These proxies will be such that one can estimate in a “nat-
ural” way these proxies, as well as their gradients. We will study conditions under
which these proxies have good properties. We follow here the natural idea – see [23]
to the best of our knowledge for zeroth-order optimisation, and studied more gener-
ally in [3, 12] – of considering a proxy of f through smoothing in a neighbourhood
around each point. We will, however, adapt this neighbourhood to some ambient con-
vex set, as discussed below – and this adaptation is key for our algorithm later. In
what follows, we first describe the proxies of f that we will consider, and provide
a condition under which the gradients of these proxies are informative regarding f
itself. We then explain how we can estimate these proxies and their gradient through
noisy evaluations of f .

2.1. Smoothed functional notation and results on smoothed convex functions

Consider a Lebesgue measurable subspace � � xX of non-zero volume. In what fol-
lows, we write U� for the uniform distribution on � . For a distribution L, we write
PX�L, EX�L, VX�L for probability, expectation, and variance according to X � L.
We also write PL, EL, VL for probability, expectation, and variance according to the
distribution L.

Consider a convex subspace X � xX of non-zero volume. We can define its bary-
center as

�X D EX�UX
X;

and its covariance matrix as

†X D VX�UX
X:

Since X has non-zero volume, note that †X is invertible.
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Write FX for the linear transformation

FX W x !
1
p
d
†
�1=2

X
.x � �X/:

Note that the convex set ZX D FX.X/ is in isotropic position5 renormalised by
d�1=2. Write also xZX D FX. xX/, and z� D FX.x

�/.
Define for any z 2 Rd

gX.z/ D f .F �1X .z// D f .
p
d†

1=2

X
.z C �X//:

Note that gX is convex on Rd and that also in particular the function f is the same
up to a linear transformation as the function gX – and this linear transformation trans-
forms xX in xZX and x� into .z�/X . When no ambiguity arises, we write g for gX , z�

for .z�/X , Z for ZX and xZ for xZX – and note that g.z�/ D f �.
Define for c > 0; z 2 Rd

gX
c .z/ D EZ�UB2.c/

g.z CZ/;

with the convention gX
0 .�/ D g

X . Again, when no ambiguity arises, we write gc for
gX
c . Note that gc is convex on Rd , and that gc � gc0 for any 0 � c0 � c here6. Note

also that, for c > 0, gc is differentiable on Rd , and that by Stokes’ theorem, for any
z 2 Rd ,

rgc.z/ D
d

c2
EZ�US2.c/

ŒZg.z CZ/�I (1)

see [2, Theorem 5] for a precise reference.
A fundamental property of convex functions is that, for any z; Qx 2 Rd and any

sub-gradient rg.z/ at this point, if g.z/ � g. Qz/ is large, the sub-gradient correlates
significantly with z � Qz. Namely,

hrg.z/; z � Qzi � g.z/ � g. Qz/:

The following lemma is a simple, yet key result for this paper and extends this prop-
erty to the smoothed function gc – namely, that if g.z/ � g. Qz/ is large, the sub-
gradient rgc.z/ correlates significantly with z � Qz – in fact, it holds under the relaxed
condition that gc.z/ � g. Qz/ is large.

5Here, under the convention that ZX in isotropic position means that a uniform distribution
on it has mean 0 and an identity covariance matrix.

6Since by convexity, for any e 2 Rd W kek2 � 1,

f .�C ce/C f .� � ce/ � f .�C c0e/C f .� � c0e/:
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2c 0
c

z�z�=2

Figure 1. By convexity of f , we know that for any point z 2 B2.2c/: f .z/ � f .z�/ �
2Œf Œ.z� C z/=2�� f .z�/�. Integrating both sides over the uniform measure on B2.2c/ leads to
g2c.z/ � g.z

�/ � 2Œgc Œ.z
� C z/=2� � g.z�/�. If g2c.0/ � g.z

�/ is not too large when com-
pared to gc.0/ � g.z

�/, then gc Œ.z
� C z/=2� will be suitably upper bounded by something of

order gc.0/ � g.z
�/.

Lemma 2.1. Let c > 0 and z; Qz 2 Rd . If g2c.z/ � gc.z/ � 2�2Œgc.z/ � g. Qz/�, then

hrgc.z/; z � Qzi �
3

4
Œgc.z/ � g. Qz/�:

The proof of this lemma is in Appendix 6.4 and illustrated in Figure 1. It implies
in particular that if g2c.z/� g.z/� 2�2Œg.z/� f �� – i.e., if the distance between the
proxy g2c.z/ and the function g.z/ is of smaller order than the optimality gap of g.z/
(compared to the minimum f � of g), then the gradient of the proxy is interesting;
namely, rgc.z/ is correlated to z � z�, with a correlation larger than said optimality
gap. In other words, the properties of rgc.z/ are similar to those of a sub-gradient
rg.z/, when it comes to the minimal correlation to the direction of the minimum.

2.2. Estimators of the function and of the gradient of smoothed convex
functions

Consider now z2 xX and, resp.,Z.b/1 ; : : : ;Z
.b/
N �i:i:d:UB2.c/ andZ.s/1 ; : : : ;Z

.s/
N �i:i:d:

US2.c/ for points sampled, respectively, uniformly in the ball of centre 0 and radius c,
and in the sphere of centre 0 and radius c. Assume that we observe independent noisy
observations of the function f at the points F �1

X
.z C Z

.k/
1 /; : : : ; F �1

X
.z C Z

.k/
N /,

where k 2 ¹b; sº – i.e., equivalently, we observe independent noisy observations of



A simple and improved algorithm for noisy, convex, zeroth-order optimisation 7

the function g at the points z CZ.k/1 ; : : : ; z CZ
.k/
N – that is, we write

. Qy
.k/
t /t�N ;

where the Qy.k/t 2 Œ0; 1� are such that EŒ Qy.k/t jF
�1
X
.z C Z

.k/
t / D x� D f .x/ and such

that Qy.k/t , knowing that F �1
X
.z CZ

.k/
t / is independent of the past observations.

Define

Ogc.z/ D
1

N

NX
iD1

Qy
.b/
i ; (2)

and

brgc.z/ D d

c2N

NX
iD1

Z
.s/
i Qy

.s/
i : (3)

Set now
�conc.1=ı/ D 4

p
log.2=ı/I

the following lemma provides a concentration result for both the estimator of the
function and the estimator of the gradient.

Lemma 2.2. Let c � 0, z 2 xZ such that B2.z; c/ � xZ and u 2 Rd . With probability
larger than 1 � ı,

j Ogc.z/ � gc.z/j �
�conc.1=ı/
p
N

;

and if N � d log.2=ı/,

jhbrgc.z/ � rgc.z/; uij � �conc.1=ı/kuk2

p
d

c
p
N
:

The proof of this lemma is in Appendix 6.4 and is based on very standard concen-
tration arguments. The study of related estimators was first formulated to the best of
our knowledge in [23] and then refined in [2, 6] (among others). Note, however, that,
in these works, the proximity of these estimators to g or its gradient is controlled,
under smoothness assumptions. This is not the approach that we take here, as we do
not work under additional smoothness assumptions – so that the proxies gc can be
arbitrarily far from g and its gradient in many points.

3. Algorithm

Our algorithm is an adaptation of the centre of gravity method to the noisy, non-
differentiable case. In the classical centre of gravity method, we iteratively refine the
convex set where the minimum lies – starting with xX – at each step. More precisely,
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assume that we are given a convex set X � xX at a given iteration. We refine it by
computing the gradient rf .x/ of f at the centre of gravity x of X and updating X

to X \ ¹u W hrf .x/; u � xi � 0º. This method is efficient as

(1) by convexity of f , x� remains in X for any iteration, and

(2) a fundamental property of convex sets is that if we separate them into two
parts by any hyperplane going through their centre of gravity, both parts of
the convex set have approximately the same volume.

In our case, we do not have access to rf , but only to noisy evaluations of f .
The idea behind our method is to estimate instead the gradient of another function
– namely, of gX

c for a well-chosen c, i.e., a linear transformation of f that is also
smoothed. We have seen in Lemma 2.2 that this task can be performed efficiently.
However, this gradient might be quite different from any sub-gradient of f . We
have, however, seen in Lemma 2.1 that, under the condition that g2c.0/ � gc.0/ is
small enough, the gradient of gc has the nice property that it correlates positively to
FX.x/ � FX. Qx/ for any Qx such that f . Qx/ is small enough. So that F �1

X
.rgc.x//

could be used instead of the gradient of f in the centre of gravity method.
The only problem remaining is that the centre of gravity is not necessarily such

that g2c.0/ � gc.0/ is small. In order to circumvent this, we find another point z that
has this property, and is such that kzk2 is small enough so that cutting X in F �1

X
.z/

provides similar volume guarantees than cutting it in x.
The main algorithm BarAlg described below in Algorithm 3 is therefore using

two recursive sub-routines:

• it first calls an iterative sub-routine Cut described in Algorithm 2 that cuts the
current set X in two, until the budget is elapsed,

• this routine calls another sub-routine FCP described in Algorithm 1, which finds
a good cutting point, as explained above.

In what follows, all our sub-routines sample several points in a small ellipsoid around
the barycenter of gravity x This small ellipsoid will be F �1

X
.B2.c//, where c will be

taken smaller than 1=
p
d . Note that by the classical KLS lemma – see Proposition 6.5

– we know that all these points are in X, and therefore in xX, by definition of FX as
being the transformation that puts X in renormalised isotropic position.

3.1. Part 1: Finding a cutting point

We first describe the sub-routine that identifies a good candidate for a cutting point.
This sub-routine acts in the linear transformation ZX of X through FX . Starting
from z0, we want to find using a budget of order N – up to multiplicative polylog
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terms – a point z such that

• either g2c.z/ � gc.z/ � 2�3.gc.z/ � f �/, or gc.z/ is small (say, smaller than
1=
p
N up to multiplicative polylog terms),

• kz � z0k2 is of smaller order than c up to multiplicative polylog terms,

provided that such a point exists. In this way, we ensure that this point would satisfy
the condition of Lemma 2.1, or be such that g.z/ is small enough, and also that it is
not too far from z0.

Assume that we are given a set X and c > 0. ForN � 1, let IN D log2.N /C 1 and
MFCP.N / D log.2N /= log.17=16/C 1. The recursive algorithm FCP (for Finding a
Cutting Point) takes as parameters a candidate for a cutting point z 2 Rd , the current
set to be cut X � Rd , a smoothness parameter c > 0, a basis number of samples
that will be our approximate final budget up to polylog terms N 2 N, a counting of
the number of recursive rounds performed s � 0, and a confidence parameter ı > 0.
During each run, the algorithm either returns the final cutting point z 2 Rd , as well as
an estimator of g.z/ by Ogz , or calls itself recursively. Note that this sub-routine will
require sampling the function f and as it is typically called by another algorithm
which operates based on a total budget n, as soon as this budget is elapsed, the
algorithm FCP terminates returning the current .z; Ogz/. It proceeds in the following
steps.

(1) It first samples the function f in F �1
X
.z/ forN times and estimates gX.z/ by

Ogz as described7 in equation (2).

(2) For all integers i � IN , it samples 2i points distributed as zCUB2.2c/, and we
write .z.i/j /i�IN ;j�2i for these points. It samples 2�iN=i2 times the function

f at F �1
X
.z
.i/
j / and estimate in this way gX.z

.i/
j / by Og

z
.i/

j

as described8 in

equation (2).

(3) If there exists z.i/j such that

Og
z

.i/

j

� Ogz �
.17=16/s

16N
C 4�conc.2

i i2MFCP.N /=ı/

s
i22i

N
;

then it calls FCP.z.i/j ;X; c; N; s C 1; ı/. Otherwise, it returns .z; Ogz/.

In this way, we evaluate whether, in a radius of 2c around z there is a significantly
large set of points such that g evaluated in these points is large – i.e., exponentially
growing with the number of iterations s. If this is the case, we identify one of these

7It is written therein as Og0.z/.
8It is written therein as Og0.z

.i/

j
/.
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points and propose it as the next barycentric candidate. Otherwise, we identify z as a
good candidate and return it. The full algorithm is summarized in Algorithm 1

Algorithm 1 FCP
Require: .z;X; c; N; s; ı/
Ensure: .z; Ogz/ – except if the budget elapses in which case it stops

1: Sample the function f in F �1
X
.z/ for N times and estimate in this way gX.z/ by

Ogz as in equation (2)
2: for all integer i � IN do
3: Sample 2i points as z CUB2.2c/, and write .z.i/j /i�I;j�2i for these points

4: Sample 2�iN=i2 times the function f at F �1
X
.z
.i/
j / and estimate in this way

gX.z
.i/
j / by Og

z
.i/

j

as in equation (2)

5: end for
6: if there exists z.i/j such that Og

z
.i/

j

� Ogz �
.17=16/s

16N
C

4�conc.2
i i2MFCP.N /=ı/

q
i22i

N
then

7: call FCP.z.i/j ;X; c; N; s C 1; ı/ for such a .i; j /
8: else
9: return .z; Ogz/

10: end if

3.2. Part 2: Routine for effectively cutting the space

We now describe the sub-routine that iteratively cuts the space, taking as parameter
a convex set X � xX. It also maintains a current estimation Ox of the minimum. It
updates these to X0; Ox0. We would like it to satisfy that with high probability:

• the volume of X0 is a fraction of the volume of X, and

• either a small ball around the true minimum is in X0, or the current estimator of
the minimum Ox is already very good, namely, such that f . Ox/�minx2X is smaller
than our target simple regret.

SetNCut D
n log.10=9/

4d log.8n2d2/
,MCut D 5n=NCut,NFCP such that9 NFCPMFCP.NFCP/D

NCut=4, andMFCPDMFCP.NFCP/, and cD 1=.8eMFCP
p
d/. We define the recursive

algorithm Cut taking as parameters a candidate set X � Rd , a candidate estimator

9Looking at the definition of MFCP.NFCP/ and since it is a monotone strictly increasing
function, it is clear that such NFCP exists and is unique and NFCP is of order NCut.
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of the minimum of f by Ox 2 Rd , an estimate of the value of f at this point Of 2 R,
and a probability ı > 0. During each run, the algorithm calls itself recursively. Note
that this sub-routine will require sampling the function f and as it is typically called
by another algorithm which operates based on a total budget n, as soon as this budget
is elapsed, the algorithm Cut terminates returning the current Ox. It proceeds in the
following steps.

(1) Run FCP.0;X; c; NFCP; 0; ı/ and collect .z; Ogz/.

(2) If Ogz � Of , set Ox0 D F �1
X
.z/ and Of 0 D Ogz; otherwise, set Ox0 D Ox and Of 0 D Of .

(3) Compute an estimator brgc of 1rgX
c .x/ using NCut samples, as described in

equation (3).

(4) Set X0 D X \ F �1
X
.¹u W hu � z; brgci � 0º/.

(5) Run Cut.X0; Of 0; Ox0; ı/.

This follows the idea of the centre of gravity method, using a well-chosen cutting point
returned by FCP and cutting then according to the gradient of a smoothed version
of f , and continuing recursively. The full algorithm is summarised in Algorithm 2.

Algorithm 2 Cut

Require: .X; Of ; Ox; ı/
Ensure: Ox as the budget elapses – after all n samples have been used, it returns the

current Ox
1: Run FCP.0;X; c; NFCP; 0; ı/ and collect .z; Ogz/
2: if Ogz � Of then
3: Set Ox0 D F �1

X
.z/ and Of 0 D Ogz

4: else
5: Set Ox0 D Ox and Of 0 D Of

6: end if
7: Compute an estimator brgc of 1rgX

c .x/ using NCut samples, as in equation (3)
8: Set X0 D X \ F �1

X

�
¹u W hu � z; brgci � 0º

�
9: Run Cut.X0; Of 0; Ox0; ı/

3.3. Part 3: Final algorithm

The main algorithm BarAlg is finally launched with a total budget n and a confid-
ence parameter ı > 0 and returns an estimator Ox of the minimum. It is basically an
application of Cut on a reasonable initialisation and proceeds in the following steps.
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(1) Sample NFCP times the function f at � xX and compute an estimator Of of
f .� xX/ as in equation (2) – recalling that f .� xX/ D g.0/.

(2) Apply Cut. xX; Of ; � xX ; ı/ and retrieve Ox when the budget is elapsed.

(3) Return Ox.

This algorithm is summarised in Algorithm 3.

Algorithm 3 BarAlg
Require: .n; ı/
Ensure: Ox as the budget elapses

1: Sample NFCP times the function f at � xX and compute in this way an estimator
Of of f .� xX/ as in equation (2)

2: Run Cut. xX; Of ; � xX ; ı/ until the budget is elapsed and retrieve Ox
3: return Ox

The following theorem holds for the output of BarAlg.

Theorem 3.1. Assume that the algorithm BarAlg launched with a total budget n and
a confidence parameter ı returns Ox that is such that with probability larger than 1� ı:

f . Ox/ � f � �

�
216�conc.MFCP=ı/ log.2MFCP=ı/

1
p
NFCP

�
_

�
32�conc.10dMCut=ı/

d

c
p
NCut

�
_ .8=n/ _ Œd log.2=ı/=NCut�

� c0 log
�
nd=ı

�2
�
d2
p
n

log.1=ı/3=2;

where c0 > 0 is an absolute constant (independent on f; xX; n; d; ı).

This theorem is proved in Section 6.1 and its proof is commented on and explained
therein. Up to logarithmic terms, our regret here is of order d2=

p
n which slightly

improves with respect to an adaptation of the best bound developed before our work
in [17] – which is derived for the more challenging problem of adversarial minimisa-
tion of the cumulative regret10, but which could translate in our setting as being of
order d2:5=

p
n. Note, however, that a contemporaneous work to ours [13], published

approximately at the same time, attains the faster rate of d1:5=
p
n, outperforming our

10We believe that our algorithm can be easily modified to accommodate cumulative regret in
the stochastic case and have a cumulative regret of order d2

p
n. We however do not think that

it could be easily adapted to the adversarial case.
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work. This remarkable work is based on second-order surrogates of the function f ,
which create successive layers of a lower bound on f , allowing to eliminate large
parts of the space. Thus, the improvement in terms of rate of our work is only with
respect to past literature, and not with respect to contemporaneous literature, which
outperforms us – in a more challenging setting.

In any cases, the main strength of our approach is in terms of our algorithm and
proof technique, which are – we believe – significantly simpler than existing results11.
We hope that these techniques would be refined to develop a tighter understanding of
this problem and evolve toward understanding the minimax regret in this problem.
Another very interesting open problem is to study the case where the variance of the
noise is not considered bounded by 1 allowed to go to 0 – or equivalently if the func-
tion is not assumed to be bounded by 1 but by some large constant. In this case, having
a bound that depends from the variance of the noise – and interpolating between noisy
and noiseless zeroth-order optimisation – is a problem of great interest.

4. Discussion

4.1. Computational complexity and variations around algorithm BarAlg

The computational complexity of the proposed method is an issue here, given that it
relies on a centre of gravity method. Each step relies on computing the barycenter of
the current convex and on computing the associated variance-covariance matrix – so
that it can be put in isotropic position. Interestingly, this can be done in polynomial
time – see [22] for a description of an algorithm that enables sampling uniformly
over a convex in polynomial time – and was applied to the centre of gravity methods
to make them provably polynomial time [8]. Recently, the paper [16] improved the
sample complexity of this procedure to about n3:5 iterations to compute 2-isotropic
position of a well-rounded convex body.

However, there are quite a few variations around the barycenter method which are
computationally more efficient: for instance, replacing the barycenter method by a
either a classical ellipsoid method or an inscribed ellipsoid method (which is only effi-
cient if X is a polytope). This has been done very recently for both methods in the new
Chapter 9 of [18]; see https://tor-lattimore.com/downloads/cvx-book/cvx.pdf for the
up-to-date version containing these additions. The adaptation with a classical ellips-
oid method would achieve a regret of order d2:5=

p
n, while the method of inscribed

11However, while our algorithm is simple conceptually, it is extensive computationally as
it requires an (approximate) computation of barycenters of successive convex sets, which is
typically very costly.

https://tor-lattimore.com/downloads/cvx-book/cvx.pdf
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ellipsoid achieves a regret of order d2=
p
n as in this paper. The main advantage of

both of these variations is that their computational complexity is polynomial in d .

5. Modification of algorithm BarAlg that handles the cumulative
regret

A not too complicated modification of BarAlg can be constructed so that it achieves
cumulative regret of order d2

p
n up to polylogarithmic terms in the stochastic setting.

I sketch the modifications in the construction and in the proof here. First, for simpli-
city, assume that f � is known – in which case the gap at any point can be estimated
very efficiently by sampling the function.

• The constant NCut needs to be changed and cannot be taken fixed anymore –
otherwise, we would pay too much cumulative regret if the barycenter or other
points we consider as cutting points in FCP have a large gap. NCut needs to be
taken adaptively to the gap � between f at the current point considered as being
a cutting point and f �. Intuitively, we will adapt so that NCut is of order d3=�2.
NFCP, MFCP are changed according to their relation to NCut while MCut remains
of order d logn.

• After d logn cuts are done in the main procedure, the algorithm exploits the point
it visited that has smallest measured gap.

In that case, the analysis if the algorithm is not very complicated, as we will only incur
at most d4=� regret per possible gap � until we have realised the d log n iterations
that are necessary to get a visited point whose gap is smaller than d2=

p
n. Summing

over a logarithmic scale of all possible gaps up to � of order d2=
p
n, we get the

result.
Now, assume that f � is not known. In this case, things are more complicated as

we cannot estimate the actual gap in an efficient way. However, we do not need to
know f � exactly, but up to d2=

p
n to us the ideas described above, in order to be

able to construct a lower bound with precision d2=
p
n. For this reason, we can use a

doubling trick, starting initially with a budget of order d4, and an initial estimation of
f � as being 0. We then double the budget each time and work with a budget N and
set an estimate of f � as being the estimate of the value of the most sampled point
minus d2=

p
N , until we reach the full budget. This not very elegant algorithm will

work using the doubling trick.
Now, of course, everything discussed here only works in the stochastic case, and

not at all in the adversarial setting.
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6. Proofs of the results in this paper

6.1. Proof of Theorem 3.1

Assume first that NCut � d log.2=ı/. Then, by definition of NCut, it means that 1 �
d log.2=ı/=NCut so that the bound in Theorem 3.1 is trivially satisfied for any Ox 2 xX.
From now on, we therefore restrict to the converse case whereNCut�d log.2=ı/=NCut

– so that the second part of Lemma 2.2 can be applied to gradients constructed with
NCut points, as we do in our algorithm.

Step 1: Definition of a near-optimal set and lower bound on its volume. Write

X� D
®
F �1Œ.1 � .2n/�1/z� C .2n/�2d�1=2ei �;

F �1Œ.1 � .2n/�1/z� � .2n/�2d�1=2ei �; 8i 2 ¹1; : : : ; dº
¯
:

Lemma 6.1. It holds that
X� � xX;

and also that for any u 2 conv.X�/, f .u/ � f � � 1=n, and

vol.conv.X�//

vol. xX/
� .8n2d2/�d ;

where conv.X�/ is the convex hull of X�.

Step 2: Results on FCP. The following result holds for algorithm FCP.

Proposition 6.2. Assume that B2.z0; 2MFCPc/ � xZ
X . With probability larger than

1 � 4ı, FCP.z0;X; c; N; 0; ı/ returns z such that

• either
g2c.z/ � gc.z/ � 2

�3.gc.z/ � f
�/;

or
g.z/ � f � � 215�conc.MFCP=ı/ log.2MFCP=ı/

1
p
N
;

• jg.z/ � Ogzj � �conc.MFCP=ı/=
p
N ,

• kz � z0k2 � 2MFCPc,

• the total budget TFCP used to find z is smaller than 4MFCPN so that N � TFCP �

4MFCPN .

The main idea behind this result is that, on a high-probability event,

• if a point z.i/j is selected for being a candidate for a cutting point, then it means

that g.z.i/j / is larger than a quantity growing exponentially with the number of



A. Carpentier 16

iterations s. As the range of g is bounded on ZX , this means that the number of
recursive calls to FCP should be logarithmically bounded – hence the bound on
kz � z0k2 and the bound on the number of samples used,

• if none of the z.i/j is selected for being a candidate for a cutting point, then it either
means that (i) they are all small, and as they are representative of the average value
of g on B2.z; 2c/, then g2c.z/ will be small enough to satisfy our condition in
Lemma 2.1, or (ii) that g.z/ is already very small.

Step 3: Results on a single run of Cut. We now state the following lemma that
describes the high probability behaviour of Cut, provided that it is given a reasonable
set of parameters. Set

BD

�
216�conc.MFCP=ı/ log.2MFCP=ı/

1
p
NFCP

�
_

�
32�conc.2d=ı/

d

c
p
NCut

�
_.8=n/:

Lemma 6.3. Assume that Cut is given a convex set X � xX, Ox 2 xX, Of 2 R, ı > 0
such that

• jf . Ox/ � Of j � �conc.MFCP=ı/=
p
NFCP,

• either X� � X, or f . Ox/ � f � � B:

There exists an event of probability larger than 1 � 5ı such that

• X0 � X is convex,

• jf . Ox0/ � Of 0j � �conc.MFCP=ı/=
p
NFCP,

• either ŒX� � X0 � X and vol.X0/ � 9
10

vol.X0/�, or f . Ox0/ � f � � B ,

• the total budget TCut used to run Cut until the next recursive call of Cut is such
that

NFCP CNCut � TCut � 4MFCPNFCP CNCut:

This lemma ensures that, provided that Cut is initialised properly, the convex set
X0 obtained after running Cut satisfies the following.

• either it contains X�, and its volume is a fraction of the volume of X,

• or f measured at the current estimator of the minimum Ox0 is already quite small.

The idea behind the proof of this lemma is that whenever f . Ox/� f � is not too small,
then, by Proposition 6.2, FCP will return with high probability a cutting point z that
satisfies the requirements in Lemma 2.1 – so that rgc.z/ is negatively correlated with
x� � z, and can therefore be used to cut the space X. Also, by Proposition 6.2, with
high probability, z is such that kzk2 is small so that cutting the space according to this
approximate centre of gravity still preserves the nice property about exponentially fast
volume reduction.
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Step 4: Induction on several runs of Cut. Based on this lemma, we proceed by
induction over the repeated recursive runs of Cut after being called by BarAlg, con-
ditioning over the high-probability event of Lemma 6.3, where the conditions for the
next run are ensured. Our induction hypothesis Ht as follows on an event �t of prob-
ability larger than 1� 5tı, if Cut is called for the t time, it takes as parameter a convex
set X � xX, Ox 2 xX, Of 2 R such that

• jf . Ox/ � Of j � �conc.MFCP=ı/=
p
NFCP,

• either X� � X, or f . Ox/ � f � � B ,

• the total budget nt used up to the t -th call of Cut is such that

.t � 1/NFCP C tNCut � nt � 4.t � 1/MFCPNFCP C tNCut:

We prove this by induction as follows.

• Proof of H1: note first that, by Lemmas 2.2 and 6.1, the conditions of Lemma 6.3
are satisfied after the initialisation phase of BarAlg on an event of probability
1 � ı. Moreover, the running time of the initialisation is NCut. So, H1 holds.

• Proof of HtC1 assuming that Ht holds: assuming that Ht holds for a given t , we
have by Lemma 6.3 thatHtC1 holds on an event � of probability larger than 1� ı,
conditional on �t . So, writing �tC1 D �t \ � , we have proven that HtC1 holds.

So, for any given t � 0, on an event of probability larger than 1� 5tı if Cut is called
for the t time, it takes as parameter a convex set X � xX, Ox 2 xX, Of 2 R such that

• jf . Ox/ � Of j � �conc.MFCP=ı/=
p
NFCP,

• either ŒX� � X and vol.X/ � . 9
10
/t�1vol. xX/�, or f . Ox/ � f � � B ,

• the total budget nt used up to the t -th call of Cut is such that tNCut � nt � 2tNCut

– since
4MFCPNFCP D NCut:

Step 5: Application of the result of the induction to what happens at the end of
the algorithm. The induction from Step 4 applied to t D MCut=5 implies that, on
an event of probability larger than 1 � 5.n=NCut/ı D 1 �MCutı – that we will write
�term – the algorithm BarAlg terminates after at least n=.2NCut/ rounds, and at most
n=NCut rounds, and at its termination round, the current convex set X � xX, and the
current value Ox (that BarAlg will output as it is the last round) are such that

• either ŒX� � X and vol.X/ � . 9
10
/n=.2NCut/�1vol. xX/�,

• or f . Ox/ � f � � B .

If f . Ox/ � f � � B , the proof is finished. So, assume that on �term, we have X� � X

and vol.X/� . 9
10
/n=.2NCut/�1vol. xX/. Note that as X is convex, we have conv.X�/�

X on �term.
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By definition of NCut, we have that�
9

10

�n=.2NCut/�1

� .8n2d2/�d :

So, by Lemma 6.1, we have a contradiction on �term: conv.X�/�X, but

vol.conv.X�// � vol.X/:

So, it means that on �term, we must have f . Ox/ � f � � B .

6.2. Proof of Proposition 6.2

In what follows, write MFCP WDMFCP.N /. We first state the following lemma.

Lemma 6.4. Consider s � 0 and z 2 Rd such that B2.z; 2c/ 2 xZX . There exists an
event of probability larger than 1� 3ı such that the following hold on it, during a run
of FCP.z;X; c; N; s; ı/.

• Assume that g.z/ � f � � 1
N

and s D 0. For any z.i/j such that

Og
z

.i/

j

� Ogz �
1

16N
C 4�conc.2

i i2=ı/

s
i22i

N
;

then since 2�conc.2
i i2=ı/

q
i22i

N
�

.17=16/
N

, we have

g.z
.i/
j / � f � �

.17=16/

N
:

• Assume that g.z/ � f � � .17=16/s

N
. For any z.i/j such that

Og
z

.i/

j

� Ogz �
.17=16/s

16N
C 4�conc.2

i i2=ı/

s
i22i

N
;

it holds that

g.z
.i/
j / � f � �

.17=16/sC1

N
:

• Assume that gc.2z/ � gc.z/ � 2�3.gc.z/ � f �/, and g.z/ � f � > .17=16/s

N
_

Œ215�conc.1=ı/ log.2=ı/ 1p
N
�. Then, there exists z.i/j such that

Og
z

.i/

j

� Ogz �
.17=16/s

16N
C 4�conc.2

i i2=ı/

s
i22i

N
:
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Assume that B2.z0; 2MFCPc/ � xZ
X . Then, by construction, we know that even

if FCP calls itself recursively for MFCP rounds, then all the parameters z that it will
take at each round will be such that B2.z; 2c/ � xZX . Write � for the random round
where the recursive application of FCP.z0;X; c;N;0; ı/ stops. Applying Lemma 6.4,
we know that on an event of probability larger than 1� 3MFCPı, for the point z taken
as input at round � ^MFCP.

• If � < MFCP, we have either

g2c.z/ � gc.z/ � 2
�3.gc.z/ � f

�/;

or
g.z/ � f � � 215�conc.1=ı/ log.2=ı/

1
p
N
:

This concludes the proof in this case.

• Otherwise, if � �MFCP, then

g.z/ � f � �
.17=16/bMFCPc

N
:

Note that by definition ofMFCP this implies g.z/� f � � 2 which contradicts the
fact that f and therefore g takes value in Œ0; 1�. So, this case cannot happen. This
concludes the proof in this case as well.

6.3. Proof of Lemma 6.3

We first recall the following classical results of convex geometry.

Proposition 6.5 (KLS lemma). Let C be a convex set in isotropic position. It holds
that

B2.1/ � C � B2.2d/:

Proposition 6.6 (Approximate barycentric cutting of an isotropic convex). Let C be
a convex set in isotropic position. It holds for any u 2 Rd W u ¤ 0, and any z 2 Rd ,

vol.C \ ¹w W hw � z; ui � 0º/ � .1=e � kzk2/vol.C/:

See, e.g., [8, 26], for references on these two classical lemmas.
An immediate corollary of the last proposition is as follows.

Corollary 6.7 (Approximate barycentric cutting of a convex). Let K be a convex set.
It holds for any u 2 Rd W u ¤ 0, and any z 2 Rd ,

vol
�
K \ F �1X

�
¹w W hw � z; ui � 0º

��
� .1=e �

p
dkzk2/ vol.K/:
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From Proposition 6.5, we deduce that

B2.2MFCPc/ � ZX :

We therefore know that Proposition 6.2 holds for the output .z; Ogz/ of

FCP.0;X; c; NFCP; 0; ı/

– and write � for the event of probability larger than 1 � 4ı, where the proposition
holds. Note that it already implies by definition of the algorithm that on �

jf . Ox0/ � Of 0j � �conc.MFCP=ı/=
p
NFCP;

and also that on �

NFCP CNCut � TFCP � 4MFCPNFCP CNCut;

and also that X0 � X is convex. Note also that on � it implies by definition if c that

kzk2 � 2MFCPc D 1=.4e
p
d/;

which implies by Corollary 6.7, by construction of the algorithm that on � ,

vol.X nX0/ �
1

2e
vol.X/;

namely, that on � ,

vol.X0/ � .1 �
1

2e
/vol.X/:

Case 1: g.z/ is small, or f . Ox/ is small. We first consider the case where either
f . Ox/ � f � � B , or on � , we have that g.z/ � f � � B . In this case, we will have by
definition of the algorithm that on �:

f . Ox0/ � f � � B;

as B � 216�conc.MFCP=ı/ log.2MFCP=ı/
1p
NFCP

� 8�conc.MFCP=ı/
1p
NFCP

. This con-
cludes the proof.

Case 2: g.z/ and f . Ox/ are large. We now consider the converse case on � . In this
case, we know by Proposition 6.2 that on �,

g.z/ � f � � B:

In this case, we know by Proposition 6.2 that on � ,

g2c.z/ � gc.z/ � 2
�3.gc.z/ � f

�/;
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and we also know by assumption that

X� � X:

So that by definition of X�, and since NFCP � n, for any Qx 2 X�, on � ,

g2c.z/ � gc.z/ � 2
�2.gc.z/ � g.FX. Qx///:

We can therefore apply Lemma 2.1, and we have that on �,

hrgc.z/; z � FX. Qx/i �
3

4
Œgc.z/ � g.FX. Qx//� �

5

8
Œgc.z/ � f

�� �
5

8
B; (4)

as B � 8=n and g.FX. Qx// � f
� � 1=n.

Also, by Lemma 2.2, for any u 2 Rd , conditional to � and on an event � 0 of
probability larger than 1 � ı,

jhbrgc � rgc.z/; uij � �conc.1=ı/kuk2

p
d

c
p
NCut

:

Thus, on � 0 \ � , for any Qx 2 X�,

jhbrgc � rgc.z/; z � FX. Qx/ij � �conc.2d=ı/kz � FX. Qx/k2

p
d

c
p
NCut

:

From Proposition 6.5, this implies on � 0 \ �

jhbrgc � rgc.z/; z � FX. Qx/ij � 2�conc.2d=ı/
d

c
p
NCut

� B=16;

as B � 32�conc.2d=ı/
d

c
p
NCut

.
Combining this result with equation (4) leads to the fact that on � 0 \ � , for any

Qx 2 X�,

hbrgc ; z � FX. Qx/i �
1

16
B:

Thus, on � 0 \ � , we have that X� � X0. This concludes the proof.

Proof of Lemma 6.4. By Lemma 2.2, it holds on an event of probability larger than
1 � ı.1C

P
k 1=k

2/ � 1 � 2:7ı that

jg.z/ � Ogzj � �conc.1=ı/=
p
N;

and for any i � IN , j � 2i ,

jg.z
.i/
j / � Og

z
.i/

j

j � �conc.2
i i2=ı/=

p
N:

Write � for this event.



A. Carpentier 22

Note that if g.z/ � f � � 1
N

and s D 0, then on � we have that if there exists z.i/j
such that

Og
z

.i/

j

� Ogz �
1

16N
C 4�conc.2

i i2=ı/

s
i22i

N
;

then since 2�conc.2
i i2=ı/

q
i22i

N
�

.17=16/
N

, we have

g.z
.i/
j / � f � �

.17=16/

N
:

The first part of the lemma is therefore proven.
Assume now that g.z/� f � � .17=16/s

N
. Note first that, on � , we have that if there

exists z.i/j such that

Og
z

.i/

j

� Ogz �
.17=16/s

16N
C 4�conc.2

i i2=ı/

s
i22i

N
;

then since g.z/ � f � � .17=16/s

N
,

g.z
.i/
j / � f � �

.17=16/sC1

N
:

The second part of the lemma is therefore proven.
Now, assume that z satisfies the conditions of the third part of the lemma, namely,

gc.2z/ � gc.z/ � 2
�3.gc.z/ � f

�/, and

g.z/ � f � >
.17=16/s

N
_

�
215�conc.1=ı/ log.2=ı/

1
p
N

�
:

Step 1: Establishing condition under which at least a z.i/j is selected. On �, it holds
that

jg.z
.i/
j / � g.z/j � 2�conc.2

i i2=ı/

s
i22i

N
:

So, if

g.z
.i/
j / � g.z/ �

.17=16/s

16N
C 6�conc.2

i i2=ı/

s
i22i

N
WD �i ; (5)

then on � it can be selected as it satisfies

Og
z

.i/

j

� Ogz �
.17=16/s

16N
C 4�conc.2

i i2=ı/

s
i22i

N
:

We now recall the following application of Bernstein inequality (see, e.g., [9, The-
orem 2.10]).
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Lemma 6.8 (Concentration of binomial random variables). Let p 2 Œ0; 1� andm � 1.
Let X1; : : : ; Xm �i:i:d: B.p/. Then, with probability larger than 1 � ı,ˇ̌̌̌

ˇ 1m mX
iD1

Xi � p

ˇ̌̌̌
ˇ �

r
2p

log.2=ı/
m

C 2
log.2=ı/
m

;

which implies in particular that, with probability larger than 1 � ı,

p

2
� 4

log.2=ı/
m

�
1

m

mX
iD1

Xi � 2p C 2
log.2=ı/
m

:

Assume that there exists i � IN such that

PZ�UB2.2c/
.g.z CZ/ � g.z/ � �i / > 8

log.2=ı/
2i

:

By Lemma 6.8, then we know that with probability larger than 1 � ı, at least one of
the z.i/j for some j will be such that

g.z
.i/
j / � g.z/ � �i :

Using equation (5), we therefore know that, in this case, with probability larger than
1 � 4ı, z.i/j will be selected, finishing the proof in this case.

Step 2: Converse case where, for any i � IN , we have PZ�UB2.2c/
.g.z C Z/ �

g.z/ � �i / � 8
log.2=ı/
2i . We recall that

�i D
.17=16/s

8N
C 6�conc.2

i i2=ı/

s
i22i

N
:

Note that, by assumption, we therefore have that, for any i � IN , we have

PZ�UB2.2c/

 
g.z CZ/ � g.z/ �

.17=16/s

16N
� 6�conc.2

i i2=ı/

s
i22i

N

!
� 8

log.2=ı/
2i

:

Thus, since 4�conc.2
IN I 2N =ı/

q
I2

N
2IN

N
� 2, by definition of IN ,

EZ�UB2.2c/

�
g.z CZ/ � g.z/ �

.17=16/s

16N

�
�

X
i�IN

64�conc.2
iC1.i C 1/2=ı/

s
.i C 1/22iC1

N
�

log.2=ı/
2i

;
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leading to

g2c.z/ � g.z/ �
.17=16/s

16N
� 64
p
2�conc.1=ı/ log.2=ı/

1
p
N

X
i�IN

.i C 1/42�i=2

� 211�conc.1=ı/ log.2=ı/
1
p
N
:

Since g.z/� f � � .17=16/s

N
, and g.z/� f � > 215�conc.1=ı/ log.2=ı/ 1p

N
by assump-

tion, then we have that

g2c.z/ � f
� < .g.z/ � f �/.1C 2�3/:

This implies

g2c.z/ � gc.z/ < 2
�3.g.z/ � f �/ � 2�3.gc.z/ � f

�/:

This contradicts our assumption that g2c.z/ � gc.z/ � 2�3.gc.z/ � f �/ so that this
case cannot happen under our assumption. This concludes the proof.

6.4. Proof of technical lemmas

Proof of Lemma 2.1. Assume without loss of generality that Qz D 0 and g. Qz/D 0. Let
c > 0 and z 2 Rd such that g2c.z/� gc.z/ � 2�2gc.z/. In order to prove the lemma,
it suffices to prove that hrgc.z/; zi � 3gc.z/=4.

By convexity of g on Rd , note that, for any z0 2 Rd , we have g.z0=2/ � g.z0/=2.
Thus, by definition of gc ,

gc.z
0=2/ � g2c.z

0/=2:

Since g2c.z/ � .5=4/gc.z/, we have apply the formula above to z

gc.z=2/ � g2c.z/=2 � 5gc.z/=8

so that

gc.z/ � gc.z=2/ � 3gc.z/=8: (6)

Since gc is convex and differentiable on Rd ,

gc.z/ � gc.z=2/ � hrgc.z/; z=2i:

Thus, finally by equation (6),

3gc.z/=4 � hrgc.z/; zi:
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Proof of Lemma 2.2. Bound on the deviations of Ogc.z/. Let ı > 0. Note that Ogc.z/ is
the empirical mean of the Qy.b/i , which are by construction i.i.d. random variables such
that Qy.b/i 2 Œ0; 1� and EŒ Qy.b/i � D gc.z/. Thus, applying Hoeffding’s inequality (see,
e.g., [9, Theorem 2.8]), with probability larger than 1 � ı,

j Ogc.z/ � gc.z/j �

r
log.2=ı/
2N

;

leading to the result.

Bound on the deviations of hbrgc.z/i. Let ı > 0. Note now that Ehbrgc.z/; ui is the
empirical of the i.i.d. random variables Wi WD d

c2 Qy
.s/
i hZ

.s/
i ; ui. Note that, by equa-

tion (1), we have
EWi D hrgc.z/; ui;

and

EW 2
i D

d2

c4
EŒ. Qy.s/i /2hZ

.s/
i ; ui2�

�
d2

c4
EŒhZ.s/i ; ui2�

D
d2

c4
c2

d
kuk22 D

d

c2
kuk22;

and

jWi j D
d

c2
Qy
.s/
i jhZ

.s/
i ; uij

�
d

c
kuk2:

Thus, applying Bernstein’s inequality (see, e.g., [9, Theorem 2.10]), with probability
larger than 1 � ı,

khbrgc.z/ � rgc.z/; uik �
p
d

c
kuk2

r
2

log.2=ı/
N

C 2
d

c
kuk2

log.2=ı/
N

:

Since N � d , this leads to the result.

Proof of Lemma 6.1. In what follows, all quantities Z, g, z�, F are considered with
respect to the set xX.

By Proposition 6.5 and since Z is in renormalised isotropic position, we know that

B2.d
�1=2/ � Z

so that by convexity for any � 2 Œ0; 1�

.1 � �/z� C �B2.d
�1=2/ � Z:
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Since g takes values in Œ0; 1� on Z, we know by convexity of g that

g..1 � �/z�/ � g.z�/ � �:

Since .1 � �/z� C �B2.d�1=2/ � Z, we also know in the same way that for any
z 2 .1 � �/z� C �2B2.d�1=2/

g.z/ � g..1 � �/z�/ � �

so that for any z 2 .1 � �/z� C �2B2.d�1=2/

g.z/ � g.z�/ � 2�:

This concludes the proof by taking � D .2n/�1 and since by definition

X� � F �1Œ.1 � �/z� C �2B2.d
�1=2/�

and since
vol.conv.X�//

vol. xX/
�
.d�1�2/d

.2d/d
;

by Proposition 6.5.

Proof of Corollary 6.7. The corollary follows from Proposition 6.6 using the facts
that FX.K/ is in isotropic position rescaled by d�1=2 and also that since F �1

X
is a

linear application of the form F �1
X
.z/ D

p
d†

1=2

X
.z C �X/, then for any convex K 0

vol.F �1X .K 0// D dd=2 det.†X/
1=2vol.K 0/;

where det.†X/ is the determinant of †X .
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